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1|Introduction 

In the competitive and dynamic world of financial markets, companies that are members of the stock 

exchange are always looking for new ways to improve performance, increase productivity, and gain a 

competitive advantage. Iranian Stock Exchange are companies whose shares are traded on the stock exchange. 

These companies enter the stock exchange market to finance themselves by selling shares to the public. The 

stock exchange is known as an official place for buying and selling stocks and other securities, where investors 
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Abstract 

This study investigates the efficiency of Iranian stock exchange-listed companies (2007–2023) using a hybrid 

approach integrating two-stage Data Envelopment Analysis (DEA) with Deep Learning (DL). Traditional DEA 

evaluates efficiency but struggles with nonlinear patterns and noisy data. By combining DEA with Long Short-Term 

Memory (LSTM) and TabNet models, this research addresses these limitations. Results reveal that LSTM 

outperforms TabNet in predicting efficiency scores (MSE: 0.0025 vs. 0.0203), demonstrating its superiority in 

capturing temporal dependencies in financial data. The hybrid framework enhances accuracy in identifying 

inefficiencies, optimizing resource allocation, and informing strategic decisions. This methodology bridges DEA’s 

multi-input/output assessment with Artificial Intelligence (AI)’s predictive power, offering transformative insights 

for financial analytics. 
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  can take advantage of investment opportunities, and companies can also attract their financial resources. The 

history of the stock exchange in Iran dates back to 1967 when the Tehran Stock Exchange was established. 

The main purpose of establishing this exchange was to provide a platform for financing companies and also 

to provide transparency in transactions. The Tehran Stock Exchange initially started operating with limited 

transactions and a few small companies, but over time, with the growth of the Iranian economy and the 

expansion of companies, this market flourished. In this regard, it can be said that Data Envelopment Analysis 

(DEA) is a nonparametric method based on linear programming that was introduced in 1978 by Charnes, 

Cooper, and Rhodes (CCR) [1]. It can be said that Banker et al. [2]. The concept of returns to scale was 

considered in this method, and thus, the foundation of a set of performance evaluation methods was formed, 

which provides managers with appropriate and efficient tools for evaluating industrial, cultural, and economic 

units, which are called Decision-Making Units (DMUs) in the literature of DEA. The main goal of DEA is 

to measure different units in terms of efficiency by comparing the optimization of inputs and outputs and, if 

necessary, identifying inefficient units. After the development of various DEA models, this method was 

expanded in several fields including banking, education, health, and industry. This paper uses a two-stage 

DEA communication model to separate efficiency in a two-stage production process where the outputs of 

the first stage are the inputs of the second stage. In the meantime, Artificial Intelligence (AI) is a process that 

integrates network equipment, robotics, digital media production, and computers, as well as business 

practices, technologies, and various daily operations [3]. AI systems and programs have become widespread 

in various industries and various parts of companies, and in current businesses, with increasing fierce 

competition, they have changed the way organizations operate and have also provided various opportunities 

for the marketing process [4]. AI, as one of the most advanced technologies of the present era, has been able 

to create a huge transformation in many areas. In the field of data analysis, and especially DEA, AI can use 

new tools to model, optimize, and predict the performance of various units. AI finds its applications in various 

contexts, in business scenarios. Experts and academics believe that AI is the future of our society. With the 

advancement of technology, the world has become a network of interconnected networks [5]. The 

implementation of technology leads to investment in AI to create market intelligence [6]. The applications of 

AI are not limited to marketing but are also widely used in other sectors, such as medicine, e-commerce, 

education, law, and manufacturing [7]. It can be said that AI and especially Deep Learning (DL) models, with 

their complex capabilities in data analysis and pattern recognition, have been able to help overcome some of 

the limitations and weaknesses of traditional data analysis methods such as DEA. DEA is mainly used to 

evaluate the efficiency of DMUs in various fields. One of the main weaknesses of this method is the inability 

to model complex nonlinear relationships and interactions of variables. DEA may also be sensitive to 

incomplete or noisy data and may not achieve adequate accuracy in simulating the real behavior of the system. 

It can be said that in traditional DEA, a single model is usually used to evaluate the efficiency of all units using 

a set of inputs and outputs. In this method, it is assumed that all inputs contribute simultaneously to the 

production of outputs and the efficiency of the entire process is evaluated. However, two-stage DEA, 

especially in situations where there are complex and multi-stage processes, can have significant advantages 

over traditional envelopment analysis. In this method, processes are separated into two or more stages, and 

the efficiency of each stage is evaluated separately; then, the results of each stage are evaluated separately. It 

can be said that DL models, using complex neural networks, can simulate and learn complex and nonlinear 

patterns in data. These capabilities can help to analyze the performance of units more accurately and 

comprehensively and improve the accuracy of forecasts and assessments. In addition, DL methods can 

address the analysis of large and complex data that are usually challenged in DEA and provide more optimal 

solutions. Combining DEA with AI, especially through the use of Machine Learning (ML) and DL, has 

provided a new and efficient approach to evaluating and optimizing the performance of DMUs. On the other 

hand, ML and DL enable the analysis and processing of huge volumes of financial, economic, and 

management data. These technologies can identify hidden patterns in data and provide accurate predictions 

about market trends, investment risks, and profitable opportunities. Combining the DEA method with AI 

can provide comprehensive insight into the performance of companies and improve decision-making 

strategies. In today's world, listed companies are recognized as key institutions in the global economy that use 
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  the capital market to finance and develop their activities. Analyzing the performance of these companies and 

evaluating their efficiency is of particular importance. One of the common methods for evaluating the 

efficiency and productivity of companies on the stock exchange is DEA. This method helps to compare 

different units in terms of optimal use of available resources and production of desired outputs. It can be said 

that DEA has many strengths, including simplicity of implementation, the ability to evaluate multiple inputs 

and outputs simultaneously, and the ability to simulate different decision-making conditions. However, this 

method also has limitations. For example, DEA relies on linear and stationary assumptions about the 

relationships between variables and is sensitive to noisy and incomplete data. DEA is also unable to simulate 

complex and nonlinear patterns that may exist in the performance of companies. In this context, AI, especially 

DL, can play a complementary and even alternative role in data analysis. DL models play a complementary 

and even alternative role in data analysis due to their ability to identify complex patterns and nonlinear 

relationships in data. DL models can perform better in financial and stock market analysis, especially for 

companies evaluating their performance, due to their ability to identify complex patterns and nonlinear 

relationships in data. These models can process large, unstructured and complex data and achieve more 

accurate predictions about the behavior and performance of companies. In general, combining DL with DEA 

can provide innovative solutions for analyzing the performance of listed companies and compensate for the 

weaknesses of traditional methods. The objective of this paper is to investigate efficiency decomposition in a 

two-stage production process. We will examine the role and application of  DEA along with AI techniques 

in evaluating and optimizing the performance of Iranian stock exchange member companies from 2002 to 

2007, and the benefits of using these methods in financial and managerial decision-making will be discussed. 

2|Literature Review 

2.1|The Role of Machine Learning in Evaluating the Efficiency of Listed 

Companies 

ML, a subfield of AI, has significantly impacted financial data analysis and the evaluation of corporate 

efficiency in stock markets. By employing advanced algorithms, it surpasses traditional methods in generating 

more accurate predictions, enabling analysts to simulate future trends using historical company and market 

data. This, in turn, enhances investment decision-making. The application of ML in assessing corporate 

efficiency, particularly in financial markets, allows for more precise analyses and helps address the limitations 

of traditional approaches, which often rely solely on past data [8]. 

In this paper, Mehtab and Sen [9] present a very robust and accurate framework of stock price prediction that 

consists of an agglomeration of statistical, ML, and DL models. They use daily stock price data, collected at 

five minutes intervals of time, of a very well-known company that is listed in the National Stock Exchange 

(NSE) of India. Extensive results have been presented on the performance of these models. 

Khan et al. [10], in this study, investigated the impact of social media data and financial news on stock market 

prediction accuracy over a ten-day period. By applying various ML algorithms, they improved model 

performance through feature selection and the removal of spam tweets. The results show that the highest 

prediction accuracy was achieved using social media data (80.53%) and financial news (75.16%). Furthermore, 

predicting the New York and Red Hat stock markets was more challenging. The findings also indicate that 

New York and IBM stocks are more influenced by social media, while London and Microsoft stocks are more 

affected by financial news. Among the classifiers, the random forest algorithm demonstrated the best 

performance, achieving an accuracy of 83.22%.  

Sonkavde et al. [11] examine various algorithms, including supervised and unsupervised ML algorithms, 

ensemble methods, time series analysis algorithms, and DL models, for stock price prediction and 

classification tasks. It provides an overview of ML and DL models used in the financial sector, establishes a 

general framework for stock price prediction and classification, and conducts a comparative analysis between 

ML and DL models. 
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2.2|Data Envelopment Analysis 

DEA is a mathematical programming method used to evaluate the efficiency and compare the performance 

of a group of DMUs. Each DMU represents an organization or a unit that operates with multiple inputs and 

outputs. The goal of DEA is to identify efficient units and inefficient units in comparison to others. DEA 

uses linear programming to calculate the efficiency of units through various models. One of the key features 

of DEA is that it does not rely on a fixed or predefined benchmark for comparison. Instead, it evaluates units 

based on their relative performance and the ratio of inputs to outputs [12]. 

DEA is a method that separates efficient units from inefficient ones by measuring their efficiency. 

Pourmahmoud and Norouzi Bene [13], In this study, modeling has been applied to oil companies listed on 

the Tehran Stock Exchange. By combining DEA with discriminant analysis, the research introduces a new 

model that designs hyperplanes to distinguish between two groups (Successful and unsuccessful). The results 

indicate that this method can assist in predicting the status of companies and provide a strategy for identifying 

paths to success or avoiding failure. 

Amin and Hajjami [14] deal with the role of alternative optimal solutions existing in the DEA models for 

cross-efficiency evaluation in portfolio selection. The paper shows that incorporating alternative optimal 

solutions for constructing a cross-efficiency matrix improves the result of the mean-variance portfolio 

selection method. This improvement means that building portfolios with lower risk and higher expected 

returns is possible when alternative optimal solutions are considered. The proposed method in this paper is 

applied to stock portfolio selection in the Tehran stock market. 

3|Relational Two-Stage Data Envelopment Analysis Model 

DEA is commonly used to evaluate the efficiency of DMUs. However, in many practical systems, the 

production process is divided into multiple sequential stages, where the outputs of one stage serve as the 

inputs for the next stage. The two-stage DEA model takes this relationship into account and measures the 

efficiency of each stage independently while also calculating the overall efficiency of the system. The two-

stage DEA model provides valuable insights for evaluating complex systems. It allows for the independent 

assessment of each stage’s efficiency, enabling a more accurate identification of inefficiencies. By considering 

both individual stages and the overall system, it aids decision-makers in improving processes and allocating 

resources more effectively. Its flexibility makes it well-suited for complex systems, offering a clearer 

understanding of the interdependencies between stages and enhancing the overall performance evaluation 

[15]. 

This model is used to assess the efficiency of DMUs that have a process divided into two sub-processes. 
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After the optimal multipliers ur 
∗ ,vi

∗, and wp
∗  are solved, the efficiencies are obtained subsequently as 

In this model: 

I. Ek : Represents the overall efficiency of DMU. 

II. ur : Are the weights for the outputs of the first stage.  

III. vi : Are the weights for the inputs of the first stage. 

IV. wp : Are the weights for the intermediate products Zpj, which are used as both outputs of the first sub-

process and inputs of the second. 

V. Yrk : Are the outputs in the second stage related to the overall production of the system. 

VI. Zpj: Are intermediate products that are outputs in the first sub-process and inputs in the second. 

VII. Xik : Represents the inputs in the first stage. 

The constraints in the model ensure that the production process meets certain conditions, like the relationship 

between inputs and outputs and bounds for the efficiency measures. 

The goal of the model is to maximize the overall efficiency E (k ), which is defined as a function of both the 

efficiencies of the first and second sub-processes. The equation decomposes the efficiency of the whole 

process into the product of the efficiencies of the individual stages. 

I. The first step: It receives a set of inputs (X) and generates intermediate outputs (Z). 

II. The second stage receives the intermediate outputs (Z) as input and produces the final output (Y). 

III. The efficiency of the whole process is equal to the product of the efficiency of two steps. 

3.1|Long Short-Term Memory 

Long Short-Term Memory (LSTM) is an advanced type of Recurrent Neural Network (RNN) specifically 

designed for processing sequential data and addressing the issues related to the forgetting of information over 

time. In traditional RNNs, models struggle to effectively retain and utilize long-term information, which 

becomes particularly problematic in complex, sequential tasks. LSTM overcomes this challenge through its 

unique structure, which includes input, forget, and output gates. Each gate dynamically determines which 

information should be stored, updated, or discarded in the memory. These features enable LSTM to maintain 

long-term dependencies within the data and leverage them for accurate and effective predictions [16]. LSTM 

has found widespread applications in areas such as natural language processing (e.g., machine translation, 
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  sentiment analysis, and language modeling), time series forecasting (Such as financial trend prediction), speech 

recognition, and the analysis of audio and visual data. In summary, LSTM, with its ability to preserve and 

process information over extended periods, is recognized as a powerful tool for modeling complex, time-

dependent problems that require long-term memory retention [17]. 

3.2|TabNet 

TabNet is an advanced DL model specifically designed for processing tabular data, introduced by Google in 

2020. Unlike many traditional DL methods that face challenges when dealing with structured data, TabNet 

has demonstrated remarkable performance in analyzing tabular data through its innovative attention 

mechanism. This attention mechanism allows TabNet to dynamically select important features and focus 

solely on them, effectively extracting useful information from the data. Instead of processing all data 

simultaneously, TabNet examines the features progressively at different stages, enabling the model to obtain 

more precise representations of the data. This process, using adaptive attention, helps the model learn 

complex relationships between features and make accurate predictions without the need for intricate feature 

engineering [18]. TabNet has shown exceptional performance in tasks such as classification, time series 

forecasting, risk analysis, and fraud detection. Its ability to handle complex datasets and its scalability makes 

it a powerful and efficient tool for problems involving structured data. Overall, TabNet, by combining the 

strengths of DL with high adaptability, provides a robust solution for analyzing and modeling complex tabular 

data [19]. 

4|Analysis of Results 

In this section, the efficiency scores of 130 stock exchange companies between 2006 and 2023 are first 

calculated using two-stage DEA, and then the efficiency scores are examined using DL. 

4.1|Two-Stage Data Envelopment Analysis 

In the first stage, the efficiency scores of stock exchange companies from 2007 to 2013 (130 companies per 

fiscal year) are analyzed using the DEA method. DEA method is very sensitive to the selection of inputs and 

outputs, and there is no general agreement in this regard for the selection of these variables; in this study, by 

reviewing the relevant literature and interviewing experts, Two variables, capital and interest expense are 

classified as inputs, while two variables, sales and operating profit are categorized as intermediate outputs. 

Additionally, two variables, net profit and Market Value of Equity, are defined as outputs. Table 1 shows a 

statistical summary of the companies. 

Table 1. Statistical summary of variables. 

 

Table 2 shows the average efficiency of listed companies. 

Table 2. Average efficiency of 130 stock exchange companies using 

two-stage data envelopment analysis. 

 

 

 

 Inputs Intermediate Outputs Outputs 

Capital Interest Expense Sales Operating Profit Net Profit Market Value of Equity 

SD 44137370 44778 117395 3765 35247 276541 

Mean 5944818 648139 183373 44212 429651 38049884 

max 10800000 9424116 254014566 77934508 92851453 5374080000 

min 5000 0 16746 226 5 12620 

The average efficiency of 130 companies Years 

0.3541 2007 

0.1245 2008 

0.4567 2009 

0.3654 2010 
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  Table 2. Continued. 

 

 

 

 

 

 

 

 

 

 

 

4.2|Combined Approach of Two-Stage Data Envelopment Analysis and Deep 

Learning 

first, the input and target variables for DL were defined. Specifically, the performance scores of companies 

were selected as the target variable, and 29 financial variables were designated as inputs. The complete list of 

these variables is provided in Table 3. Subsequently, data cleaning was performed, which included handling 

missing values and removing outliers. The data was then split into training (80%) and testing (20%) sets to 

enable DL models to effectively analyze the correlation between input features and the target variable. After 

training and testing, three evaluation metrics MAE, MSE, and RMSE were employed to assess model 

performance (All analyses were conducted using Python 3.10.1.). 

Table 3. List of inputs and target. 

 

 

 

 

 

 

 

After training the LSTM and TabNet models, the evaluation metrics are presented in Table 4. 

Table 4. Evaluating machine learning models. 

 

 

 

The evaluation results of the models demonstrated that the LSTM model outperformed the TabNet model 

in predicting efficiency scores. The evaluation metrics included MSE with values of 0.0025 for LSTM 

compared to 0.0203 for TabNet, MAE with values of 0.0255 versus 0.0691 and RMSE with values of 0.0496 

The average efficiency of 130 companies Years 

0.6984 2011 

0.4521 2012 

0.6147 2013 

0.2587 2014 

0.6987 2015 

0.1678 2016 

0.5879 2017 

0.4657 2018 

0.3457 2019 

0.1785 2020 

0.6574 2021 

0.6578 2022 

0.1247 2023 

0.4240 Total 
years 

Inputs Target 

Total assets, total assets (Previous year), total 
liabilities, capital, shareholders' equity, sales, sales 
(Previous year), operating profit, interest expense, 
taxes, net profit, annual stock return, market value 
of equity, stock trading volume, number of 
outstanding shares, ROA, ROE, MTB, 
GROWTH, ILLIQ, RETRISK, SIZE, LEV, 
WACC, VOL, RETURN, FVALUE, EVA 

Efficiency scores 

Evaluation criteria LSTM TabNet 

MSE 0.0025 0.0203 

MAE 0.0255 0.0691 

RMSE 0.0496 0.1425 
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  versus 0.1425. These results indicate higher accuracy and lower error in the predictions made by LSTM 

compared to TabNet, which is statistically and practically indicative of the significant superiority of this model. 

This superiority can be attributed to the inherent ability of LSTM to model long-term patterns and complex 

temporal dependencies in financial time-series data, which, in this study, comprised multi-year financial 

indicators such as Total Assets, Sales, Net Profit, ROA, ROE, and other key variables. The recurrent structure 

of LSTM, leveraging memory mechanisms, enables it to effectively learn temporal relationships and hidden 

trends in the data, which is critical for financial data characterized by a time-series nature. 

In Fig. 1 and Fig. 2, an Actual vs. Predicted plot is presented for both methods. 

Fig. 1. Actual vs. Predicted for TabNet model. 

 

Fig. 2. Actual vs. Predicted for long short-term memory model. 

6|Conclusion 

This study explored the integration of two-stage DEA with artificial intelligence, specifically DL, to evaluate 

the efficiency of Iranian stock exchange-listed companies from 2007 to 2023. The results demonstrated that 

the LSTM model outperformed TabNet in predicting efficiency scores, achieving lower errors (MSE: 0.0025 

vs. 0.0203; MAE: 0.0255 vs. 0.0691; RMSE: 0.0496 vs. 0.1425). This superiority stems from LSTM’s ability 

to capture long-term temporal dependencies in financial time-series data, addressing nonlinear complexities 

often challenging for traditional DEA. By combining DEA’s strengths in multi-input/output efficiency 

assessment with DL’s pattern recognition capabilities, this hybrid approach offers a robust framework for 

identifying inefficiencies, optimizing resource allocation, and enhancing decision-making in dynamic financial 

markets. 

However, the study has limitations, including its focus on a specific timeframe (2007–2023) and a fixed sample 

of 130 companies, which may affect generalizability. Future research could extend the analysis to broader 

periods, incorporate additional contextual variables (e.g., macroeconomic indicators), and test advanced DL 

architectures like Transformers. Practically, this methodology provides actionable insights for managers and 

investors to benchmark performance, mitigate risks, and leverage AI-driven analytics for strategic planning. 
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  Ultimately, the fusion of DEA and AI represents a transformative step toward data-driven efficiency 

evaluation in complex, multi-stage financial systems. 
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